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Abstract—Active development of robotic caregivers for the
elderly has raised a number of ethical concerns. We examine
the current state of the art in robotic caregivers and continue
with a discussion of associated concerns. We conclude with a
review of ideas to consider as robotic caregiver research and
development continues.
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I. INTRODUCTION

THe use of robots in elderly care is becoming increasingly
likely throughout the world, as the population of elderly

people is beginning to overtake the number of potential care-
givers. This phenomenon is becoming particularly evident in
Japan, where low birth rates and long life expectancy seem to
contribute to a rapidly aging population. In 2009, it was found
that approximately 22% of the Japanese population was over
the age of 65 years old. This estimate is projected to increase to
approximately 34% by 2035 [3]. The Japanese government is
responding to this situation by increasing funding for research
into robotic caregivers as a means to manage the rising
subpopulation of elderly individuals.

The United States and Europe are facing a similar problem.
In particular, in the United States, 12.8% of the population
are over the age of 65, and this number is expected to rise
to around 20% by 2030 [3]. It may be likely that the United
States could follow the Japanese lead into robot care.

Development of robotic caregivers for the elderly raises
several questions:

1) Can robotic caregivers provide the same quality of care
as human caregivers?

2) Can robotic caregivers ethically emulate the “warm”
care that is expected of human caregivers, potentially
deceiving vulnerable human beings? [4]

As the world’s scientists and engineers attempt to provide
care for the rising elderly population in the form of robotic
caregivers, we must think carefully about these questions and
more. However, before we proceed to look at the ethical
concerns that arise from enabling robotic caregivers for the
elderly, we must look at where we are now. What is the current
state of robotic caregiver research and development?

II. ROBOTIC CAREGIVERS TODAY

Robotic solutions today for care of the elderly are varied
in their goals. Some robots address many of the physiological

and functional needs of older people, such as helping with
daily chores and assisting with issues of mobility and safety.
Other robots are designed to meet the companionship needs of
elderly, providing mental stimulation and emotional connec-
tion. A third category of robots monitors elderly individuals’
activities–especially those with mental disorders, such as de-
mentia [5]. We proceed to look at a few examples of robots
from each of these categories. Some robots overlap within
each of these categories.

A. Assistance Robots

Assistance robots are designed to assist elderly individuals
with navigation and tasks around their homes. For example, the
Guido robot, which was developed by researchers in Dublin,
can assist frail and visually impaired individuals by navigating
them through the environment. A robot called HIRB assists
older people in bathing. Researchers at the Georgia Institute
of Technology are developing COACH, a robot that would
help people perform simple tasks such as hand washing [5].
These are just a few examples of development of robots that
provide physical assistance to elderly individuals in their daily
living.

B. Companionship Robots

Companionship robots are designed to mentally stimulate
and prove an emotional connection to the elderly. In general,
companionship robots evoke a positive impact on the elderly.
For example, Paro, a mechanical seal, and AIBO, a dog-like
robot, have been shown to decrease depression and loneliness
in older people after they interact with these robots in nursing
home settings. Analysis of the market for Paro has shown that
most individuals purchase Paro because,”they could not keep
pets, the robot cannot get sick and the robot is easy to take
care of, cute and can be hugged”[5]. Similarly research with
owners of the AIBO dog robot has shown how people can
become attached to the robot as if it were a pet, yielding social
rapport and other psychological benefits. The technology for
both Paro and AIBO has been shown to have a small learning
curve and it is not overwhelming [5].

C. Monitoring Robots

Monitoring robots tend to passively observe elderly individ-
uals. For example, the ALISA robot can monitor physiological
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symptoms and falls. The Pearl robot can monitor health and
provide appointment reminders for elderly. The Hector robot
reminds individuals to take medications and sends health
information to a health practitioner [5]. With many of these
robots, there comes an issue of privacy, as the individuals who
are being monitored must consent to monitoring. Assessing
consent can cause an ethical dilemma in the case of individuals
with dementia, who may not be willing to consent to being
watched.

III. ETHICAL CONCERNS

Development of robotic caregivers, in the form of assistance,
companionship, and monitoring robots, invites us to consider
the ethical implications of enabling such robots to care for
the elderly. We proceed to examine several of these questions
below:

1) Reduced Social Interaction as Cruelty: Social interac-
tion can have a measurable impact on the health and well-
being of the elderly. Statistically, adults who do not participate
in regular social interaction are more susceptible to depression.
Given the prospect of robotic caretakers potentially eliminating
much of the duties of human caretakers, we are faced with a
question: Is depriving the elderly of social interaction a form
of cruelty–an unethical act [3]? In other words, if human
caregivers could be completely replaced with robotic care-
givers, would that be an ethical execution? The answer to these
questions becomes even more interesting when we consider
companion robots. Can companion robots in particular replace
human interaction?

2) Objectification of the Elderly: The objectification of
the elderly–especially individuals with dementia–becomes an
interesting topic when we consider robotic caretakers. In
particular, there is a question of who controls the robots:
the elderly person or the caring facilities? Assistance robots
that execute tasks, such as feeding and lifting, can reduce the
workload of human carers; however, they can cause the elder
people to feel less control over their lives than when they
are cared for by humans. Sharkey and Sharkey assert that,
“If robots were to be used by human carers to lift and move
elderly people insensitively, the well-being of those elderly
people would be likely to be reduced” [3]. This reduction in
well-being would stem from the elderly individuals feeling that
they are just objects to be managed by the robotic caregivers.

3) Roles and Tasks: What exactly should the role of a robot
be in the caregiving process? What tasks should and should
not be automated by robotic caregivers [4]? Questions such
as these are raised when we consider how robotic caregivers
may synergize (or not synergize) with human caregivers.

4) Limits of Personal Autonomy: Development of assistive
robots raises ethical concerns regarding how much autonomy
an elderly person should be allowed to have. The amount
of potential autonomy may significantly depend on medical
assessments of medical ability [3]. Should an assistive robot
watch and intervene in most of the decisions and actions of the
elderly individual that it is caring for? Surely an assistive robot
may want to intervene if an individual with dementia wants to
jump off of a balcony. However, what if an individual wants

to pursue a mundane and potentially dangerous action, e.g.
standing on a chair to reach for an item on a shelf? When
should a robotic caregiver intervene?

5) Accountability: There is also a question of who should
be held accountable if a robotic caregiver does not perform its
duty and causes injury or damage e.g. if it accidentally drops
a senior citizen onto the floor or crashes them into a wall [3].
Who should take responsibility? The robot? The manufacturer?
The senior citizen who provided the command to the robot?

6) Deception: The question of deception arises as we
examine companion robots, which would serve as social
companions to the elderly. Is it ethical for a robot to mimic
human emotion and socially engage with the elderly? If it is
deception, is it justifiable [4]? Some argue that if a companion
robot can meet the emotional needs of an elderly individual,
then the ends justify the means.

7) Trust: If human caregivers were to withdraw completely
from their jobs in favor of robotic caregivers, can we trust
robotic caregivers to properly meet all needs of an elderly
individual [4]? In other words, how much can we trust robotic
caretakers to perform their assigned roles?

8) Privacy: In the case of monitoring robots, there is an
ethical dilemma regarding privacy. What data can be collected
from monitoring elderly individuals? How is the data stored,
and who has permission to access the monitoring records?
Who owns the records and for how long [4]? In the United
States, these questions are addressed by the Health Insurance
Portability and Accountability Act (HIPAA). Inserting stipu-
lations for monitoring robots into HIPAA may be tricky.

IV. ETHICS IN FUTURE DEVELOPMENT

The ethical concerns associated with the introduction of
robotic caregivers makes it evident that we must embed ethics
in automated caregiver research projects. In future develop-
ment, we must:

1) Encourage cross-disciplinary collaboration between
robotic caregiver researchers and clinicians

2) Form a common framework for cross-disciplinary teams
to answer ethical questions for robotic caregiver devel-
opment

We proceed to look at each of these goals.

A. Collaboration

Stahl and Coekelbergh assert that ethicists can collaborate
with developers directly in the form of an ongoing dialogue
about ethics during the research project; all researchers would
be involved in this dialogue. Ethical issues raised by the
interaction between elderly individuals and robotic caregivers
would be addressed as part of research projects, inciting
cooperation between robotics researchers, psychologists, and
clinicians [4]. However, this plan of action may be difficult
to implement when cross-disciplinary collaboration is sparse
among robotics researchers and clinicians.
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B. Ethical Framework

If a cross-disciplinary collaborative team of researchers
could be established, it would need to address how research
into robotic caregivers matches a standard ethical framework.
What is the best ethical framework to pursue as we continue
future development in robotic caregivers? Stahl and Coekel-
bergh are proponents of a standard ethical framework, which
would give researchers, funders, policymakers, and represen-
tatives from industry a set of questions worth exploring as they
pursue their development. They term this framework “AREA,”
which is an acronym for Anticipate, Reflect, Engage, and Act
[4].

1) Anticipate
• Is the planned research methodology acceptable?

2) Reflect
• Which mechanisms are used to reflect on process?

3) Engage
• How can we engage a wide group of stakeholders?

4) Act
• How can our research structure become flexible?
• What training is required?
• What infrastructure is required?

The framework consists of a wider set of scaffolding ques-
tions to permit researchers to efficiently discuss the ethical
implications of robotic caregivers for the elderly.

V. CONCLUSION

Robotic caregiver development continues as many societies
consider the rise of the elderly population and the reduction
of potential caregivers. In this paper, we have examined a
set of ethical concerns that are related to the introduction
of robotic caregivers. Furthermore, we have looked at future
directions to ensure that these ethical questions are considered.
We have established that more cross-disciplinary collaboration
between robotics researchers and other stakeholders would
be necessary. We have also briefly examined a framework
for a research team to consider as they address these ethical
questions during the future development of robotic caregivers.

Development of caregiving solutions is still in its infancy.
As we continue development, we must tailor our actions
towards ensuring the dignity and autonomy of the elderly
individuals who may be cared for.
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